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’ 14 . . ) 45 . "
Sampling Variances and Covariances

of Paramét&r Estimates in Item Response Theory

" This paper develops a pgssiﬁle method for ting the asymptotic
A3 N '
samplihg variance-covariance matrix of  joint maxifium likelihood estimates . T,

" %in item response theory/whéﬁ’both item parameteys and abilities are

“unknown. For a set of artificial datd, resu

E

s are compared with empirical

.

‘values; also with the variance-covariance matrices found by the usual

1
‘formulas for the case where the abilities are known, or where the item’

v/, . . . I3
parameters are known. The results are consistent with the conjecture

that the new method is.asymptotically correct except for errors due to

grouping.
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Sampling Variances and Covariances

of Parameter Estimates in Item Response Theory*

'

. In item response-théory (IRT); the observations?gome in the form

i

of an n ~By~ N matrix, with one row for each item and one column for

each examinee. The jdinb frequency distribution of the observations
: ' . Co ) b .
depends on a Vaifor of N 'ability' parameters—-one.for, each person-- o :
B ’ . - o ! 4

and on a matrix of item parameters. Here, we will consi&gr only the

three-parameter logistic model for dichotomcously scored items, so there N
will be three item parameters ( a, b, and c ) for each of n : \

items. A method will be developed for cgmputing thie asymptotic sampling
variance~covariance matrix when both abilities and item parameter% are

|
unknown. Until this is done we do nét know the standard errors oﬁ the

parameter gstimates, which handicaps development of a goodness—oi fit test

~and other.statistics required in applications of IRT. cod

o

If the item (ability) parameters are kndwn,'thé estimated ability_
¢ :

T

(item) parameters have independent sampling distributions. It can bé
- - i NGH

shown (see Bradley & Gart, 1962) that the maximum likelihood esJimates

of the ability (item) parameters are consisﬁént.' Hence the asymptotic

Y

sampling variance for an estimated ability parameter is given by the Qﬁ

usual formula

v : ' f . -
Var(i_[a,b,e) = o8t s

I
,"}/

where ;r is the estimated ability parameter, [ is the log of the

a', b, and c¢ are the known vectors of item parameters.

\ ~ ~ ~

N\ ,

o N , /
*This work was supported in part by contract N00014-80-C~0402, :
project designation NR 150-453 between the Office of Naval Research
and Educational Testing Service. Rep@aggption in whole or in part is
permitted for any purpose of the United States Government. R
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Simiﬁarly the asymptotic sampling-variance~covariance matrix of the

estimated item parameters for an item is given by

«

leovi i fodll= 8¢ 2™t (vw=1,2i3) (v
‘. v w .

where {%V} is a Vectbr consisting of the estimatE% a, b, and ¢
- ’ for a singlé item and ? uis tae known vecter of abilities. T e
.The right—ﬁénd side is the inQeréeﬂof a 3-by-3 matrix.
When neither igem nor ability paraﬁeters are Rnown;‘all param-
o eters are often-estimated simultaneously by maximum likelihood. In

t

: the (Rasch) case where there is only one parameter per item, Haberman

‘,f", (1977) has shown that all parémeter estimates will converge to their
N . . )
true valtues (will be consistent) when the number of examinees and the
number of test items become large simultaneously. Empirical results o
~_ | ,
suggest that consistency probably also holds when all-parameters are

L ——

 ;». estimatedkﬁimultaneOusly under the three-parameter model, If so, e
, N it.is reasonable that the asympfotic sampling variance-covariance matrix
b . / P /
of all estimated pérameters w;ii be'given#by.the usual formula
7 o
ra K
r/" 2
A . { ‘\3( B( : ; "‘”\\
“COV(Tp,Tq')‘H l,@( BT /u ( p,q = 1’2"';"M ) (2)/ 4 ' \\‘
I ; AN
y ;
- ‘Ij . i
B ) A - _ A . o
" where M = 3n # y - %! and T = {Tp} = {al,bl,cl,az,bz,cz,...,an,bn?cn; .
- T SR v/
22Oyl -
0 - /[ -
l‘»
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Sihce standard errors are’ urgently needed in practical work ~
I

wheré all éarameters are estimated simultaneEG;ly by maximum likelihéod,
this report compa;és nuﬁerical'valueé ﬁfovided by (2)_with values provided
by (1) and with empirically ob;ervedrgempling fluctuations. Thé com-
parisons to be pfésented suggest thag (2) provides useful values for

the desired standard errors.

There are several special.pfOblgms‘gha@varise in the evaluation

and practical utilization of, (2), problems that,do not arise in the
i .
situation where (1) is appropriate:

1. Until an origin and scale are speciféed, the parameters

are not identifiable. . ‘
. . \ o
2. The mathematical formulation is complicated by the choice 7

v

of origin and scale.

3. The usual choice of origin and’'scale when estimating iIRT
g ’ - A, K
parameters is inconvenient for. mathematical purposes.:

@

4. The numerical values of the sampling Variancej are very
much affected by the choicé 6f origin and scalp. ¢ |

5. Egquation (2) requires the‘inversion of a maéff; of opgeyu
N + 35 - 2 /where N/ may be several thousand. "

i

These problems will be considered in subsequent sections.

1. ,Parameteriza;{gn

The appropriate likelihood function is (Lord, 1980)

: (3)




g j4
[ -
'a’

. . where O; is the vector of the N ability parameters; a , b, and

c are eaé¢h a vector, of’ n . item parameters, U = ”uia” is the matrix
- Lor, © oA .
£ rdsponses u = 0 or 1); finall . =1 -P, and
‘ of item rdsponse Uy, .( 0 ) y Q1a . ia
Pia is the item response function; the probability nf a correct
! : ' o
‘answer by examinee ‘a to item i . ©Each given Pia is a function Y
’ of Ga dnd of- ai‘, bi , and .Ci , but not of any other parameters.
In numerical work here, Pia .will be taken t7/be the three-parameter
, _ A ,
i N / { .
logistic function : / ' I
1 - cil
Pz, + - (4)
‘ ia - i 1 + exp[-1.7a, - b -
o 4 -exp| . ;¢8 = bl
For mathematical purposés,,however, it is only necessary to state that ’
Pia is an increasing function of ea . ;f.
| B

‘ \
If we add some constant to all ea and subtract the same constant

from all bi , all Pié ,ill be unchanged. This means that the origin

t

Used for-measuring ébilityTis entirely arbitrary. If we multiply each

!

'ea and each bi by some éonstant and divide each a by the same

i

constant, again all Pia will be unchanged. This means that the unit

\ , | :
. used to measure ability is entirely arbitrary.A Since we can change
the origin and unit of the ‘ea without changing (3), it follows that '
) g, a ,/ b s ‘and c 'arg not identifiable and cannot be estimated from
{;' ‘(B)vwithout further specification.
e e : -

To conform to a commonly used procedure, we could choose the
origin and scale so that for some specified group of examinees the

mean of the Sa is zero and the. variance 1s one. This is not .con-

venient mathematically, however. Instead, two other methods of o

|
{ : .
|
I

A v 7o Provided by ERIC
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specifying ;he origin and scale will be used, even though this will
complicate matters later 3n when' the results are applied in
practice. 1In the first method,'without.loss of generality, arbitréry

numerical values will be assigned to ‘0 and to eN .

N-1

The M = N + 3n % 2 likelihood equations are’
a N pia |
0= 3 I {u, -P,6)=2— (p=1,2)00e5M)
. o ia ia’ P, Q, .
i=1l a=1 ia ‘ia

where Pia = of¥ /ot _ .
12 ia" " p

»
2. TFisher Information Matrix

The Fisher information matrix on the right of (2) now has as a

typical element

o

- ‘  _dialib
- n- n N N PP .
: Ipq = §( %%—-%{—f) = I I I I 3 Qp Pq'Q Cov(hia”u'b)
— 9T, 9T i=1 j=1 a=1 b=1 ~ia‘ia jb'jb J

) “(p,q=1,2,...,M) .

Because of local indepeﬁdence and random sampling of examinees,

Cov(uy ,uyy) = SijsabpiaQia
ab &

Vo '
' where dst =1 4if s =t , \ést = 0 otherwise. Thus the typical

element is

(5)




pi
P

Note that

,\ﬂ‘ _

_6_

a

is zero unless either

P

and

a refer to the

'sémg person, or p and i refer to the same item. Thus

where N' = N - 2

a, b.
i’? i’

“~

and f,
) ia

and examinee a :

and c,
1

pd

is the 3—By—l joint Fisher iﬁ%ormation

|

1

(7)

r. |
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»é Si is the 3—by%3 Fisher }nformation matrix-for-
‘y -t_  is the Fisher igﬁdfa;p
sty |

Bfn’fof examinee a ,

vector for item i
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1
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3. Matrix Inversion
The followingxgéngral formula,for'inVérting a partitioned matrix
may b;\?Ppliéd to (7) Lo » _ |
\ . . i ’ . . : : . :
S - '
\ : . _ L .
s} P17 {6t e s s s ! |
el - @
ot / -z prgt | 7z~
wﬁére
‘.\ ‘-“l
! ZsT-E'SF . (9
o

The!matrix S is'easi}y inverted since it is a diagonal supermatrix:

{ . , . \ . .
L o ' e ’
s sy N ‘

The notation on the right dehotes a diagonal matrix with diagonal ele-

-1 .
ments Si K These last are easily computed since each Si is only

) 3 by 3.
o, : :
All the matrix operations indicated on the right side of (8) can

\

be garrfed out on the computer without difficulty, with one exception:

the inversion of Z , which is N''- by N' . The approximation used here

to invert Z rrlies on grouping the Ba into 16 class intervals of

< 3 . Each ea in a given

width 0.5, covering the range =5 5!65

. / .
tlass interval is replaced by the midpoigp“ﬁ% the interval.

-




N | -8

0

Now T will be a diagonal supermatrix iT

Io) .
uTg” , where Tg Zt I

g
isﬂa/ééalar matrix with dimensions Ng by Ng » and Ng is the number
\of pébpie in class interval g\. Also, F will be a row vector of 16 :
‘ﬂ  . » matrices, the columns of any oﬂé matrix being all %dentical: "fg
\\ : : /
= TUEN, ... ! | ' 10
FEiflnboly e nfiglish R
where f "= {fia} for anyugxaminee a 1in class interval g and °
: ~
1  is a unit vector whose length is' N,
-..g . .
) The product F'S_lF can now'be written as a 16-by-16 supermatrix:
’ “ F'sIp = |1 £'s7 ¢ 1|
. ~g~g ~hinp .
~ ” i
. ‘ . Iy
-1 . ' [
Denote the sral £! . :
. ‘ e aralar ~gS fh by wgh We now have » "
A . K . R R YO Y
CET =gl C T AR
\ )
: " = 11! . :
0 Jen F gnlghh o | (12) .
;L \\\ : : | -~
) \\ ) . L. :
Fonncompntqgij; purposes, Z still has N' rows and columns, ;. '
. . : . ' o
’ not just 16:\wF9f t e\Eigii sample size, iﬁ is still not feasible to '\\ ;
’ invert Z with a étagdard‘inyersion program.
Consider the problém of inverting » the Nl —by— Nl upper
/

left corner of Z . By (11), (12), and a standard

e e




Ty

L /
&
-9~ /
. /
-1 -1
& 1,107,
-1 . -1l -1, M1171 C101a y
A T M e LG e L g (13)
\ ‘ : Y1101 21 '
/
+" Since Tl EmtlI , where tl is scalar, this becomes
N ' . ]
cw-1 1. bk
7 .= = + . e
e 2 N -
1 1'111

Next, the upper left 2-byf& supermatrix in Z can be inverted.

. L .
as in (&), using thevstandard formula for the inversion of a

EEAN

partitioned matrix:

-1 -1 -1, -1 -1/ -1 -1 i
Z A R -
11 %12 210 F Pt At Tttt | (14)
Ny I 1 1 1 T
. -H~ 7 I - e
, / H 221211 I H - e
r/
/
. 1 ;
where H = 222 - 221211412 . It can be seen that H has the

same general form as 2 and can thus be inverted as in (13);

11
so (14) can readily be culculated.

! Next, substitute (14) for Zli in the foregoiﬁg procedure,

and repeat this procedure, in such a way as to invert the upper

i,

e o




. N
> A -10- ) —
| -
left 3-by-3 supermatrix in 2 . A total of fifteen rgpetitions enable : |
us to invert Qhe 16-by-16 supermatrix Z . Equation (8) is now used -

for one final inversion, the result being the desired variance-covariance . {

! -

matrix of all N + 3n - 2 parameters.

e R —

The 16-by-16 variance-covariance supermatrix for the Qa consists

s . -

of 256)blocks. The elements are all the same within a»bldékﬁ>except.

Y : : |
for diagonal blocks, each of which has 'a variance (instead of a
I p—— o ' ' ‘
covariance) repeated along its diagonal. Any two examinees in the
) |

-

same class interval will have identical Var 8 . and identical sampling

covariances with any other given parameter estimate. \ N
5, ! :

. 4, Reparameterization “ ‘

In Section 1, in order to have identifiable parameters, an origin

and scale was chosen so that ;eN_l . and 6N had arbitrary preassigned. :

values. Any other choice of origin and scale would result in a linear
transformation of parameters. The likelihood function would remain . . .

= _unchanged for every pattern-of item responses, .

The choice of dﬁ{E“(Bﬁt‘notueﬁehchgiqgwof/origin) has one ' o

completely obvious effect on the sampling errors of ‘parameter estimates.

A - N : —

If the gniu is changed, the standard errors for the b 's and 8 's

will be multiplied by the ratio of the new scale unit to the old scale
unit. The standard errors for the a 's will be‘divided by this ratio.’

i
|
|
|
i
- ‘ n(

A second important effect'is easily overlooked: the standard error ° s

¢

Aruitoxt provided by Eric
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are specified on some ;rbitrary scale.
too difficult for examinee N .
tion is rather insensitive to variétions in éN‘
’our testing with several.parallél test forms, we would find a wide range.
of estimates of Oy

true

examinee responses. If we define the scale by treating GN

;' -11-
J

v v
s

of the maximum likelihood estimator depends nét only on the choice of

scale, but-also on how the (origin and) scale iéfspecified.

Suppose-that the true numerical values of all o, (a=1,...,8)

Suppose next that our test is

This means that the.likelihood func-

. If we could repeat

. In such a situation, the difference between

QN—l and © clearly cannot be estimafed we}l from the
and

6 as known, our estimates of every Ba may fluctuate grossly,

N-1
simply because the scale unit SN eN—l is not well determined by

{
the data.

Suppose next that we relabel all examinees so that examinees

N -1 and N \are not the same examinees as beﬁére. The ability scale

\

\ ‘ . {
has not been changed from the preceding pafagraéh; it is the procedure
‘ N\ ' .

for defining the scale that has been changed.\%rhe true 6 for each

examinee is still the same ‘as before. Suppose the new examinees N -1

\ .
and N are both at ability levels where our [test measures accurately. . |

-

If, further, the true N-1 N

0 and ©0_ are substantially different j
from each other, the difficulty of the prev&ous paragraph disappears: !

Throughout the ability range where the test .is designed to measure -

may be reasonably small. /

accurately, the standard errors of all ea

(A1

p s l '

o
e

7
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For example, suppose on some scale 61 = -3 ;‘ 62 =-2, 83 = -1,

3 8, =0, 65 =1, 66<= 2, 67 = 3. We can specify this same scale .

in terms of any two of these 6 's. The standard errors that we obtain

will depend in an overwhelming.way not just on the ability scale, but on

i

how we specify it. Wé~cannot reczify the standard errors by some’
g simple ﬁfogedure, such éémﬁultiplying each by a constant.
For this reason, our procedure for specifying the ability scale
should depend orly on parameters or functiors of pérameters that are
‘accurately determined by the data. A robust mean of the ea‘ might
seem attractive; however{ any funétion of the ea is counterindicated\

by the fact that sometimes ea =+,

The procedure used here is to choose a set of m discriminating,

moderately easy items and a set of r discriminating, moderately
hard items. We will hereafter define the origin and unit for our
new parameters,yép be denoted by capital‘lettefs, so that the~m?én
of the (true) B -parameters for the easy ifems is zero, and the mean
for.the hard items is one.

Our new parameters ére‘related to our old parameters (from

Section 2 or from Section Sl/by linear transformations: .

s ,
o .

TN = ka ¢, 0 =K+0/k, (15

B, K+ bi/k , Cy Ecy

k1

i 3

/

(a=l,2',...,N; i=l:2;’”~",n.) ',

y

where k and K are transformation constants to be determined.

o Since

b
,
z

“ERIC.

o pr———y . . .
H ., B ;
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r B .
B, =1 |, (16)

/ . . | . . ‘\‘t‘\

! .

the values of k ~and K are found by substituting (15)‘into (16) and

solving for fk and K :
k=5, ~b,, K=--2 o
. 3 K k H . 3 (17)

where BO and El are means for m and r iteﬁs, respectively.
To find the variance-covariance matrix for estimates of the upper-

case parameters, rewrite (15) as.

*

Ga“; (Ga - bO)/k - Ai = kai . Bi f (bi - bo)/k s

k(18)§

Ci = ci T

ﬁecause of the.special properties of maximﬁm,likelihood estimagofs,t'
équations‘(lS) still hold when estimators are substituted for}payameéerg.
" Thus the sampling variances and,gdvarianceé for estimates of the new
parameters can.be gomputed from the saﬁpling,uariancé3~and covariaﬁceé*
already obtainedgatfthe eﬂd of Section 3, Formulas for doing this can
be written down from (18) by using the 'delta' method (Kendall &

Stuart, 1969, Chapter 10). For example,




; ' -14-

-

e . N . A 8 -b
._ , _ - - a . 0 ° >
Qov(Ai,Qa) Cov(ai,ea) Cov(ai,bo) < . Cov(ai,k)
! a, R a, . a, (6 -b.)
i i 2 \‘___Q_ .
+ X Cov(Qa,k)v ” Cov(b k) \\\\ kz Var k
Cov(bo,k) = Cov(bl,bo) - Var bo .
{
,
N L™ :
/ Cov(b ) = ——-Z Z Cov(b b y ™.
/ | |
[ 5. Parameter Estimation Sy

/ \

The maximum liikelihood estimators (MLE) satisfy the likelihood

‘

equations (5). In (5), there is one equation for each parameter

and 6.. . If all N + 3n

omitting 841 N =M+ 2 MLE are linearly

transformed, as for example -in (15), the transformed parameters will

still satisfy the likeliho d equations.

Since the or1g1n and stale for the new. parameters is chosen to

and K are obtained from (17)

o e . ~
by their MLE.

:satisfy (16), then the appropriate k
after replac1ng b0 and B The likelihcod function.
(3) is unaffected by these linear transformatlons

\
The computer program LOGIST identifies the parameters by still

another choice of origin and scale:

s

T
S

b

L

B
S

A

(19)

. ,{:5{’\
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l. a certain truncated mean of the 8 (a=
a .

.
equal to zero, ! P

H ~

2. a Fertaln'truncated standard deviagion of " the ea is set

’ i

equal to one.

We will use the usual lower case symbols for parameters on this

=

LOGIST scalé. This should not cause confusion, since the  lower-case

parameters of Sections 1-3 will not be needed again.
‘\» “If we start with LOGIST a; bi s Cyos aﬁﬂ ea and determine . ’ \.

~ ~ . ~

k and K- so that B, = 0. and B 1, then the A B C

_ 0 " 1 (Lt SRR
( i=12,...,n ),'andvthé éa (Ca-= 1,2,...,N ) calculaFed by
substi&uting estimated values into (15),vwill.étill satisfy the like~
lihood equations. .The upper-case parameter estimates so obtained‘
/ shouia.ﬂaQé tﬁe saﬁbli&g‘;;;gance;éévﬁrianéé mé;ri# foﬁﬁaﬂgheoreticall&\
at the end of;Séction 4, - Our‘fem?ining task is to compare an

empirically determined variance-covariance matrix of MLE's with the

‘corresponding theoretical matrix. . ' Co : . -

6. Recapitulation - : " R
oy *

We have .used, at different points three diffefent arbitrary P

scales for our parameters: « . . ; , //
1. GN and eN—l are assigned arbitrarily. . : \\
2. The origin is set at EO’; the unit is El.
' ! |
- Y [
y N

- ERI

“. . ’
JAuText provided by ERIC . . . v . ; I
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3. The origin is set at a truncated mean of the 6
‘ a

e

b

. the,unit is a.truncated standard deviation of the ' -
s of o | :
. 7 ! P N N
| “/5 SCa%é 1 (denoted by lower-case symbols) is most convenient

VA

mathemeflcally for the difficult task of inverting the M -by- M

. /- .
i 1nformetion matrix. Scale 1 1s not useful for practical purposes, 2

howe%er, since its use grossly 1nflates all the sampling varlances.

/ ‘ o 4"

/

/ Scale 2 (denoted by upper—casefsymbols) seems the'simplest ehoice*v R

- . -
.. MEIECN

in an attempt to keep the sampling error in the estimated origin and’
/// . - > ’ ] ' . ) “ \

//unit as small as possible. The sampling variances- computed for scale \

/1 are transformed (see eq. 19) to values appropriate for ‘scale 2.

/ :
;/ Although scale 2 is not the famlliar one, the two item seLs used to d" i
‘// specify. the scale can be chosen so‘that the numerical v lues of Ai s
‘.d// | ;i , Ei difier little from the-familiar di , A, " an?
/// . vproduced bf LOGIST. : o ‘
. B : \

Scale 3 (hereaft'er denoted hy lower-case symbols) is\the scale
. . . . v '

used by LOGIST. ’

~F3
e
B

~

For thls purpose; art1f1c1al data - "uiaH were created represéntlng

_the administration of a 45-item test to a rendom sample of 1500 \
. E ’ ! ' L :

Tt Ly

Trveo




5

' AV ' ' i
\ upper-case 1\em parameters are shown in Table 1 for items /1-15. \
. ¥ : / k

"‘linearly trap

P

. ,,.'r‘

examinees. "The 1500 Ga were a spaced sample drawn firom a distribution
. W N - i‘

of abilities from a‘regular test administration.
: : , ;

of lhiall were independently generated, using the same 1=em parameters and

) o A ’ g '

the same 1500 Sa‘.‘vThe variation in responses across thes \matrices thus

- L 3 3 3 " ’
represents random fluctuations in usig _for fixed a, , b
% . - ) 1

@
a x\.

Further replication was also built in: items 16-30 and‘ite‘§ 31-45
: . . . ' g Vo
had the same item parameters, as items 1-15. The true loweé¥case ghd
: UV

1

1y

. ’ [ A
. . i : Y

, . Six independent runs were made on LOGIST, one for each group of

\}300 examlnees\ For each run separately, BO was calculated from ite
\: L

\9\ 19-24, 34- 3? b, was calculated from %tems 10’-15"',}7’25'—30, 40=45.
\ ! \

It re convenlent*for our ultlmate interpretation of the standard errors
Ny . 1 3 . /
to Hevobtalned th,t the ttue gl - EO = .,671 - (—.305»= .976. Since
\ . i .

: . o .
thlS 1Q\flose to l~0 the scale unit for the capi%élﬂ%ed parameters .
S, \ /

.,/‘

is vef close to the scale unit for the lower-case QLOGIST) parameters.
y

\\

|

maped k

- e

\ \ . Lo Ve,
and \\K va des. For the data reported in subsequent sections,

K = .312 .. Since the six runs are
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Table' 1 \

True (Upper Case) Item Parameters

G

Item

oo~ R

el

|
|
|9

o

or C

&




T)“] (20)

1
wijon
L ana 3
o\

2
ST

the sum being across the six LOGIST runs. If the T in (20) were

normally distributed, s%/c% would have an F distribution with 5
: ; K

and « degrees of freedom.

Since three different items have-identical item paraméters, the

sé for a single item parameter can be averaged across these three items

to yield the best available unbiased estimate:

~
N

_g :ig % DU
St =3 % 5S¢ (21)

Note that it would be incorrect to pool all 18 values of T in

an equation like (J0), since T from the same LOGIST run are not

, iﬁdépendent.
If ,I:_w32ﬁ0w§iw répresent two different item parameters in the

same item /
_(/1 o - i3 -~ A~ ' !
7 51’51) ::3‘2 S(Ti’si) S ‘ (22)

which %é the same as (21) except that covariances are sgbstituted for
o . .

vériaﬁces. < I1f Ti and Sj represent item parameters in different items,

,then there are nine différent sample covariances to be summed:

\ } .
N y A et
. ,
.
"




replacing T by @ , we can write =

—-20-
e L33
_ =X S o 3
S(Ti,Sj) =3 Ty a\Ti,oj) (23)

If T is an ability parameter, (20) still holds. For our purposes,

.

N A B

-2 1 2 ' o . ' .
s~ ¥ ==L s- . ' (26)
. o N, e

?
1

: ; - . | .
where the sum is over all examinees in group g . When 6 is af the

midpoint of interval‘:g', this average should be roughly equal to the

c» obtained in Section 4. ’ ' ‘\

©)

If subscripts a and b denote different examinees in group
) :

\
/

-0 " 2 - S ' o
s(@ ,0) = ————— £ % s(0_,0) ' (25)
ta’tb? Ng(Ng 1) ash a’’b .

'

where the sum is over all pairs of examinees in group g . If a and

b denote examinees.in groups g and h respectively ( g # h ), then
- "1 Ng o A A .
s(Oa,O ) =—— ¥ 15 s(© ,eb) . ' (26)

NNy a=1 b=1 2 .

Finally, if Ti ié\sn item pafametgr and examinee a 1is in group g ,

then . .
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. g

‘give useful results, the empirical and'theoretical standard errors

- . 3"hg o ] /
s(T.‘-,Oa)— LR S(ll,@a) . a (27)
g ]
i
In computing (2 ) - (27), examinees are grouped on their true values, Y\

/ . Yol
'

not on their estimated values.

A problem arises when an examinee obtains a perfect score or a I

~

zero score. In this case his © 1is infinite and cannot be advantagéously

“~

used. Instead of making somé ad hoc adjustment, the 17 examinees for

whom this occurred were simply removed from the group of examinees

v

studied, leaving N = 1483 . This has the effect of slightly biasing

55 for the remaining most extreme © values. -

8. Numerical Standard Errors o

3
N
Since the ¢ parameter of an easy item usually cannot be o

A

é&curately estimated, LOGIST in ordinary use does not estimate them
individually. This would prevent the empifical.standard errors of - ,b
Section 7 from agreeing with the theoretical standard errors of Section

4. Since our main purpose is to show that the method .of Section 4 can

N . . - ~.L
reported here are all estimated or calculated under the condition that o
the true values of c,; are known for i = 1,2,3,4,5,12. Items 1-5 = o

are easy items, item 12 was included because of its low a; . For

¢

empirical work, the true c values were supplied to LOGIST, which held

them fixed while estimating all other parameters. For theoretical work,

the rows and columns of (7) corresponding to,:ucl s c2 » C35 4o Cg »

. LS
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1

and _%12 were simply deleted from the information matrix (7) before .

inversion. - . . ¢

- Table 2 compares the empirical‘standard errors of-Sectioﬁ 7 for

g witH'the theoretical‘standgrd errprs of Section 4. The last three
Vcoiumns show the squared ratios for the three replicétions of each

item; each of these ratios will have an F distribution with 5 and
o

/ ~

G degreeg/of freedom provided 1) B has a normal sampling distribution,

~ : L}

‘ii) B is unbiased, and iii) the theoretical 9% from Section 4 is

correct. An F above 2.21 or below +229 is significant at the {(two-
tailed) 10 percent level. Eleven of the ratios are significant. The

Puﬁber of ratios less than 1 is approximately the same as the number

.

of ratios greater than 1.

In the past, the only available standard errors for item param-

~

eters assumed that the 9 were known. Such standard errors for B s

for known 6 , are given in the second column of the table. A com-

5

parison- of second and third columns shows very close agreement except
for the three easiest items (1,2,3). For thése three items, our new
theoretical value is larger and agtfees better with the empirical

value. This gi§es support to the new theoreticdl values. The fact
that the empirical values (from Section 7) tend to be larger than

the theoreticalé(from Section 4) could be due to n and N not

<

being large enough for asymptotic results. A second iikely explané—

~.

tion is that LOGIST was not really run to complete convergence.

v
~

Table 3 makes éomparisons for A . Again the standard errors

T

of A with'yﬂ unknown agree closely with the results when 9§ _ is

known. The empirical standard errors, although cofrelating well with

the theoretical, seem to be larger. Elevén of the F ratios are

|
|
!

¥
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- Table 2

>

Theof;tical and Empirical Standard Errors for B

P

(O S

) 8|8 B - 5B
Item . a . g/ 2
No. ( 8 known) - (Sect. 4) (Sect. 7) - Sp’YB
. 1% .110 ' 156 .183 .23 .56
o 2% 186 .201 .237 1.76 1.49
3% .045 071 .063 1.38 .59
4% .060 .068 .066 .90 .76
5% .100 . .099 .103 .37 .40
- 6 - .125 121 .131 .28 .63
. 7 - 113 .110 .100 1.24 .65
| . ¢ .084 .083 /.088 2.31t .97 .
9 .055 .055 - /.067 .37 2.63t
10 .069 .069 . 106 3.19+ 3.62%
. 11 - .100 - .097 122 1.45 2.55t
T12% .094 .091 .087 .85 1.27
13 .086 ..083 .094 1.01 1.20
14 .077 .076 111 1.19 1.49
15 u.opz .075 .093 .40 2,62t
- . i : \
1Sighi§icant at 10 percent level. . '

*The C parameter for these items is treated as known.
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Table 3

Theoretical and Empiriqal Standard Errors for A

Ttem ga - — 2,2
No. Ale Sé. _j& SA/GA
1% .088 L105 - .141 .95 .91 3.60t
2% . 044 .046 039 . 88 v .51 74
3% .097  .117 .094 1.39 .32 22
4% .060 .065 .080 .89 2,77+ .86
5% .045 047 .054 .63 2,44t .93
6 .103 .102 123 1.54 .30/ 2.51+
7 .105 .105 J147 - 1.30 2.25% 2,35+
8 .113 .115 .159 1.29 3.20t 1.29
9 .123 .128 .182 1.8¢ 3.39¢% .80
10 .184 .193 - .160 71 .55 .79
11 115 . ,120 132 - 1.42 1.85 .34
12% . 060 .060 .076 .95 2,94+ .94
13 .151 157 .187 2. 40F 1.08 .79
14 .209 .218 . 240 1.32 - .91 1.43
15 .222 .233 .182 .25 .65 .93

+8ignificant at 10 pércent level.

*The C parameter for these items is treated as known.
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significan%} Similar statements apply to Table &, which shows the

-~

comparisons for C . /

! n ‘!{
Table 51compares standard errors for O . Let us leave column 3

al

for later diéchsion. Columns 4 and 5 show standard error’s of q cor—
Rt o | :
responding toithe 8 wvalue in the first column; column 6,\@owev¢r,

\

\ .
is computed fﬁom.(Z) for the group of Ng people falling in the class
interval with midpoint # . There is good agreement between empirical

and theoretical standard errors except for 6 < -1.5 . For-lo 6 ,

‘o . |
[P 4 ]

asymptotic resuiis do not appear with thé/usual n and N . /

|

Table 5 shohé close agreement :of our standard error from/Sections
i -

2-4 with the staﬁdard error 6f O when the item parameters atre known. The
N .

agreement shown hkte and in brevipus tables suggests that (1) is a good
- .
approximation to the diagonal ‘of (2) and similarly for item parameters,
. “l .
that (2) agrees well with the empirical standard errors. /
1

b |

YA comparison dfvthe third and fifth columns in Table j shows what

happens to. 9% wheA all Ci must be estimated from the ddta: For
\ , :

g < =1, o5 is shéiply affected; for 0 < g < 2.5, therg is very
little effect. . L ' /

* Table 6 contains ;he squared ratios of the empirical Eandard errogé/
to the theoretical standard errors for the five 6 \Q%oéé t to the m%dpoint~
of the intervals, and Within at least .1l of»the midpoint.; Two of ;ﬁé
groﬁps had only two abi&itieg within this restriction. JL simi;df caveats
apply as‘for.thg item paframeters these ratios will have %n E//distfibution

with five and « degreeg of freedom. Only eight of thq‘rafios are
. ]

significant;at the two-tailed 10% levél,'aﬁd only 16 are greater than 1.
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oy
’: mﬁxsm‘»‘*’“‘w@(} Table 4
- I . “
Theoretical and Empirical Standard Errors in C
o T Item Gay . ' - ' 2,2
' No.* ely % . % . _se/%
6 056 .058  .063 .39 b .79+
7 . 049 .050 .038 .40 .35 .95
- ) .037 .037 . 045 3.08% .76 .43
-/ 9 .024 .025 .039 .80 4,71% .83
/ _ : 10 .025  .026 .034" 2,24+ 2.68% .27
g 11 .036 .037 .043 .98 2.67t .41
13 .026 .027 .037 .89 1.88 .90+
. 14 ,019 .020 . 028 2.98t 2.55t .43
q 15 .015 .015 .016 .64 1.23 .71
\_\ ‘ +8ignificant at 10 percent level.
: *Cl,...,C s and. 612 are treated as known.

5
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. . Table 5

. A ~
Theoretical and Empirical Standard Errors for @

All C kCl"to _C5 ’and C12 treated
i :
unknown ‘ "as known i

N : ’ - Oa1a . 54

e & % o458, % %o

=2.75 10 2,090 . 951 ‘ . 966 *
=2.25 35 1.296 .686 ..699 1.134
-1.75 93 .861 .516 .525 797
-.75 - 332 . 456 L 341 .342 .332
-.25 326 . 349 .295 v .295 .279
25 227 .278 .262 .263 274
.75 136 . .261 .260 .261 .286
1.25 77 .303 .289 .290 .349
1.75 25 - .422 .384 . 387 412

2.25 3 .628 - .575 .580 *

2.75-. 0 .931 . 874 .878 *

*Not computed because of small. N
\ v
-\“ 'ﬁ B |
|
! ¥
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" . Table 6 i
e
F Ratios for O
0 62/ o2
8’9
-2.75 3,73+ 4 414 ,
-2.25 .85 .78 43 11.341% . 1.16
- =1.75 .SZ 1.90 1.62 32 18.95F
-1.25 .98 .63 .96 .95 .77
-.75 .26 .94 .63 .81 .63
-.25 " .71 . 1.81 - .73 .04t 48
257 .18F .98 T .74 .80 77
.75 .61 w435 1.41 1.21 .64
1.25 2.76+ 1.82 .98 1.08 1.84
1.75 .67 W4l 1,08 1.45 1.78
2.25 Al 36 -
2.75%
t8ignificant at 10 percent level.
*There were no e’ between 2.65 and 2.85.
33
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Table 7 presents‘the theoretical standard errors of A, B , and

~

C , obtained by the method of Sections 2-4, when all Ci must be esti-

mated from the data. It is ihtéresting to compare these values with

\

those in Tables 2-4 where Cys+++sCs 5 and C,, were treated aéaknown,
We find that the standard errors of Bl to B5 are increased =

drastically by ignorance of Cl to C5 3

increased;  éxcept for i = li, 13, and 14.. all Ai show sharply

all other O(B;) are much

increased standard errors.  For items for which 'Ci must be estimated,

~

‘on‘tgg;ethgr hand,';he-standard'errors of Ci are little affected by

knowledge or ignorance of Cl,..r;CS,C12 . A likely explanation for this

is thatfé%rors in estimating the scale unit By

~ ~ ~

errors of the, Ay and the B, , but not of the C;

affect the standard

7

We have found in Tables 2-7 some illustrative answers to the

question: How do estimation errors on one set of items affect the

_accuracy of\est%mated parameters for a different set of items? Such

effects could not be quantified until now since the standard error of

an item parameter estimate was previously known only for fixed 6

It is bnlyﬂ;hrdhgh the sampling fluctuations of B that estimation
errors for one item can affect parameter estimates for another item.

With 18 Ci treated as known, the Fisher information matrix inveited
for this study has 3 x 45 - 18 + 1498 = 1615 rows and columns. The
matrix inversion by the method of SebcionA4 used 1232K bytes of memory on

an IBM 3031 and. took 32 seconds. The computer program dealé’with a 45-

‘item test{ it did not take advantage of the fact that the 45 items

consisted of 3 replicate :sets of 15 items each.




-30-
 Table 7
StandardlErrors (2) of Item Parameters when

All Ci Must. be Estimated -

Ité
- 1 ) .23 . .60 , P
2 2.54 - .13 .72 < ‘
3) .35 .32 . .10 '
4\ .26 .15 L1
5 .97 .10 32
6 .19 .18 407
7 .16 .18 .06
8 .14 21 0 - 06l
9 12 .26 .026 )
10 111 .32 .026 : '
11 .10 .18 .039 .
12 .18 .14 .07 =
13 .09 .23 - .027
.08 .31 .020

CE
w S~




The result was an identity matr'# accurate to 10 decimal places. The

/

!
variance-covariance matrlx obtaéned in double. prec1s1on agreed with the ) .

matrix obtained in quadruple prec1s1on to all six decimal places printed. o

/

]
. “

lﬁj , ' ' 9. Samplingﬁéovariances and Correlations
/,v
|

oo
N ~ ~

When item parameters are known, ea and eb (a#b) are

uncorrelated. When abllity parameters are known, estlmated item param-

eters for different 1tem are uncorrelated When hoth item and ability
parameters are estimated, in general all estimates are correlated
‘ ’ //
The computer printout df the sampling correlations for thé present
- B . 3

study consists of 10 ¢orrelation matrices. These peed only be sum-
7

marized here. L

) Table.8 shows&the taeoretical ( T ) and empirical ( E ) cor-
) - | | X .
- relations betweeg es;iﬁates of ,two different parameters for the same

item. The correéldtions are generally substantial. For comparison,

-

the theoretical correlations when the abilities are known are- included.

'

The empirical correlations are obtained by dividing the estimated  sampling

covariance By thevsquare roots of the estimated sampling variances. -If

the empirical correlations here have roughly 15 degrees of freedom, their
o a ' . !
. gtandard error is roughly (1 —vpz)/VIS = ,26(1 - 02) . In view of
Lo !
Y ‘ B
their standard-errors, there is very satisfactory agreement of

empirical with theoretical correlations.

Table 9 shows both. theoretical and empirical correlations for :/;

K ) the 'B i=1,2,...,15 ). The corresponding standard errors are ,

.‘/

Full Tt Provided by ERIC.
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\ v . Table §

\ ] |
' Theorebical ( T ) and Empirical ( E ) Sampling Correlations Between

\ Two Parameter Estimates for the Same Item
\ ,
\ .

| QAﬁle - "AC
Ltem ~ . T E T E

1 .82 .86 7

2 .80 .82

3 .55 .70 ,

4 42 .52

5 .35 .38 : :

6 W73 .70 .70 .53

7 .67 .64 71 .79

8 .56 .52 .67 .58

9 .37 .33 .60 .81
10 4l 42 .61 74
11 40 b2 77 .83
12 -.55 -.51

13 .22 .21 .70 .67
14 . 06 .03 .59 .68
15 =19 -.25 S4 .56

==Y

_

'..Z E_
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given in parentheses in the diagonal. The only,theoreticél Correl—

~ ~ ~

ationg above ..20 are amoig Bl", B2 s B3 , and B4 .

four easiest items. Any error in estimating the scale unit B

These are the

1~ Bp

would seriously affect all these items in the same way. It is hard

[l

1
1

(i=1,2,...,15 ) shows

to draw other useful generalizations from this table.

The corresponding table for the 'Ai

only 3 theoretical correlations above .20: 27, = ,20 ,

P14
= -,002 ),

P13 ©

Py = .23 . With two excep;}qns ( Pey = -.013 , 96,12

all theoretical correlations are positive.

~

The highest theoretical correlation among the C; (1=6,7,004,

11 and 13, 14, 15 ) is = ,04 . All correlations are positive.

Pe7

The theoretical correlations between A; and - Bj (i# ] Z are
all below .20 in absolute value, except fér items 1-4, which vary from

~

+14 to :§§:VVFOF~*Bi‘”énéﬁ'cj'( i#3s j#1,2,...,512 ) there are

~

ho correlations above .25 in absolute value. For Ai and Cj , there
are no correlations above .20 in absolute value.

The theoretical correlations between %Qa and Ob (a#b)

are all less than .04 in absolute value. Between Oa and Bi-, the

.largest correlation in absolute value is .15 (whem; i = 1 and

N Xy ; N
4= -2,25). Between Oa and Ai , the largest is .12 (when i =1
and 2 = -2,.25 ). Between Oa‘ and 'Ci , the largest is .06.

*
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Summary

Wﬁen both abilitiés and item parameters are unknown, the asymptotic
sampling variance-covariance matrix developed in this papef appears to
pkovide usefd; values for the standard errors needvd foryfurthéf |
research in item response theory.k The magpipude?g the numerip;l
Valués in the matrix were Ver&‘much é}géétédbg§;éhé méﬁhod Qéétho
define the scale. For a set of artificial datathhis variance-

covariance matrix compared satisfactorial%? with empirical results;

also with the variance-covariance matrices found by the usual formulas for
the case where the abilities are known or where the item pérameters are
known.

With this matrix, the effect on other items of including items

n ' .
with poorly determined parameters can be studied. Including items with

1

soorly determined c¢ 's increases the standard errors of all of the a 's

and b 's but not of the other ¢ 's., The effect of different distribu-

. tions of abilities on the accuracy of item parameters cam also be studied.
v . 1

"Hopefully a goodness-of-fit test can now be developed for the three-

|l

parameter model.

The standard errors of item parameters can now be studied for a ¢

sjtuation of common occurrence in equating and item banking: Each of

two tgsts containing-common items is administered to a different group
4 .

of examinees; all parameters are estimated in tgl same LOGIST run.

. . . ) . . L . L)
It is of particular interest to determine how the number of common items’

affects the standard error of the parameter estimates.

\

\
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